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This paper studies the historical relationship for the period 1962-1981 between stock market 
returns and the following variables: beta, residual standard deviation (or total variance), and 
size. We conclude that neither the traditional measure of risk (beta) nor the alternative risk 
measures (variance or residual standard deviation) can explain the cross-sectional variation in 
returns; only size seems to matter. When January returns are eliminated, even the size variable 
loses its statistical significance. 

1. Introduction 

Recent empirical work by both Banz (1981) and Reinganum (1981) has 
demonstrated that firm-size data can be used to create portfolios that earn 
'abnormal' returns of up to 40 percent annually. In particular, the smaller a 
firm's capitalization, the greater the apparent abnormal returns. 1 These 
results appear to be inconsistent with the traditional single-period Sharpe- 
Lintner capital asset pricing model (CAPM), which posits a specific 
relationship between systematic risk (beta) and required asset returns. 

The purpose of this paper is to test the hypothesis, suggested directly or 
indirectly by the work of Levy (1978), Mayshar (1979, 1981, 1983) and others, 

*This paper was presented at the 'Small Firm Effect Conference' at the University of Southern 
California, and at the University of North Carolina, Chapel Hill, Duke University, Tel Aviv 
University, and the European Finance Association Meeting at INSEAD. We would like to 
thank the various participants at these seminars and, in particular, Hans StoU, Fischer Black 
and Richard Roll for their helpful comments, without holding them responsible for any errors 
that remain. Alan Shapiro's work on this paper was financed by a research grant from the 
School of Business Administration, University of Southern California, which is gratefully 
acknowledged. 

1More recent work by Keim (1983), Reinganum (1983), Roll (1983), and Lakonishok and Smidt 
(1984) has demonstrated the existence of'an anomaly within an anomaly', namely that excess returns for 
small firms are concentrated within a short period at the turn of the year, rather than being distributed 
evenly throughout the year. Our empirical analysis deals explicitly with this so-called 'January effect'. 
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that a partial explanation for the small firm effect is that, due to transaction 
costs and other barriers to trade which limit investor diversification, the 
Sharpe-Lintner CAPM, which assumes complete diversification for all 
investors, is misspecified and thus an inappropriate measure of risk is being 
used to calculate risk-adjusted returns. In particular, we test the hypothesis 
that the shares of small firms, which generally are not widely held are 
affected more by their own variances than are the widely held shares of 
l a rger  firn'ls. 2 

The paper begins with our model specification in section 2. We discuss our 
methodology and data in section 3 and our empirical results in section 4. In 
section 5 we reformulate the model presented in section 2 in order to study 
the small firm effect in greater detail and analyze the results obtained from 
this reformulated model. We summarize our findings and present our 
conclusions in section 6. 

2. Model specification 

One possible explanation for the anomalous results reported by Banz 
(1981) and Reinganum (1981), which is the focus of this paper, is that other 
elements of risk besides data are priced. 3 Specifically, we test the proposition 
that, due to limited diversification, residual or unsystematic risk is priced in 
addition to systematic risk. Since residual risk appears to be inversely 
proportional to firm size [see, for example, evidence from Basu and Cheung 
(1982) as well as our table 2], this could account for some of the observed 
differences in returns. In addition, the unit compensation for residual risk 
may well be greater for smaller firms because of the lesser degree of 
diversification of small firm shareholders. 

2.1. A general ized asset pricing model 

Our empirical tests are based on a generalized linear asset pricing model of 
the form 

E(Ri) = R s + 71fll + ? 2si + ?3 In ~bi]~b,, where (1) 

E(Ri) =expected return on security i, 
R s = risk-free rate of interest, 

2Even if the compensation per unit of variance is identical for large and small firms, the fact 
that small companies tend to have higher variances could also explain part of the return 
differential. 

3The possibility that beta is not the sole measure of risk is suggested in a number of both 
theoretical and empirical papers including Levy (1978), Mayshar (1979, 1981, 1983), Klein and 
Bawa (1977), Lintner (1969), Friend and Westertield (1981), and Basu and Cheung (1982). 
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71 = premium for bearing market risk, 
si = standard deviation of Ri, 
~2 = premium for bearing total risk, 
~bi =market value of security i, 
qrm = average market value of all securities, and 
73 =constant measuring the effect of size on security i's return. 

The inclusion of total risk (si) is justified by Levy (1978) and Mayshar 
(1979,1981,1983) who maintain that where holdings of an asset are 
concentrated in a relatively few, undiversified portfolios, the asset's own 
variance (standard deviation) will significantly affect its equilibrium required 
returns. 

According to the CAPM, 72 and 7a should be zero. However, the 
arguments of Levy and Mayshar may have special relevance with regard to 
explaining the small firm effect. As shown in table 1, institutional investors, 
who are generally conceded to be the most diversified of investors, tend to 
underinvest in small firms, providing tentative support for the argument that 
the average investor in small firms is relatively less diversified than the 
average investor in larger firms. 4 Furthermore, in Vermaelen's (1981) study of 

Table 1 

Information collection and holdings of institutional investors by size. 

Size 

Number Average Average 
of firms Percentage number number of Percentage 
followed of all of price earnings held by Percentage 
by firms forecasts/ estimates/ investment held by 
analysts followed firm a firm b companies c banks d 

Below 100M 73 7.866 4.137 6.671 6.256 20.149 
100-2OO 111 11.961 4.847 8.360 6.512 29.015 
200-400 221 23.815 5.276 9.833 5.937 32.273 
400-1000 264 28.448 7.572 13.098 4.863 36.189 
1000-5000 226 24.353 10.566 16.903 4.085 43.331 
Over 5000M 33 3.556 14.909 21.787 2.861 41.261 

928 100 

aFrom Institutional Brokers Opinion Survey, published by Lynch, Jones and Ryan. Provides 
average of stock performance forecasts by securities analysts and other statistics. 

bFrom Institutional Brokers Estimate System, published by Lynch, Jones and Ryan. Contains 
data on expected Earnings/Share by securities analysts. 

CFrom Spectrum 1. 
dFrom Spectrum 3. 

4Support is only tentative because these institutional investors serve as intermediaries for the 
owners of these funds who may themselves own shares in small firms. However, to the extent 
that shares of small firms comprise a disproportionate percentage of their holdings, these owners 
will still remain relatively undiversitied. 
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common stock repurchases, the fraction of insider holdings in his sample, 
which was comprised primarily of small firms, was 17.5 percent. The 
implication is that the concentration of ownership in small firms is quite 
high. 

There is a fundamental problem with the Levy-Mayshar line of reasoning, 
however; its conclusions are derived within a partial equilibrium framework. 
Specifically, their models and their results are driven by the behavior of the 
average, relatively undiversified investor in stocks with a low degree of 
ownership dispersion; they ignore the possibility of fully diversified investors 
arbitraging between securities whose returns are a function of systematic risk 
only and securities whose returns provide compensation for bearing total 
risk. Since it is the marginal investor, and not the average investor, who 
determines required returns in equilibrium, their theoretical models and the 
generally supportive empirical findings of Levy (1978), and Basu and Cheung 
(1982) deserve to be treated with some skepticism. We view our paper as 
providing a further and more comprehensive test of the basic hypothesis 
implied by the work of Levy and Mayshar. In the course of our 
investigation, we also test indirectly the hypothesized important role played 
by the marginal investor in theories of equilibrium pricing. 

2.2. A stochastic return generating model 

In order to test the hypothesis that total risk should be an important 
determinant of required return in addition to systematic risk (fl), as well as to 
examine the importance of size, we run cross-sectional regressions for each 
month t based on the following stochastic version of (1): 

Rit  - R f t  = Y lrfli, q- "~ 2tff it q- ? 3t In dpiJdp,., + eit, (2) 

where tr i is a measure of security i's unsystematic risk (estimated as the 
standard deviation of the least-squares residuals from the market model for 
security i) and eit is a random error term with mean zero. We use the 
residual risk (o'i) instead of the total risk in (2) in order to reduce the 
problem of multicollinearity caused by the high correlation between the 
return variance and beta. 5 

The actual cross-sectional regressions use estimated betas flit and residual 
standard deviations #it, resulting in an errors-in-the-variables problem. We 
deal with this problem by following the standard technique of using 
portfolios instead of individual securities to estimate the gamma coefficients 
in (2). Securities are grouped into portfolios on the basis of size, beta and 
residual standard deviation (sigma) in order to increase the between-group 

5This procedure may bias our results against finding the residual standard deviation 
significant. 
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variation in the independent variables. To cope with the 'regression-towards- 
the-mean' phenomenon (high observed/~i and #i tend to be above the true fli 
and a~ and vice versa for low observed fli and #i), we use a method 
developed by Fama and MacBeth (1973). Data from one period are used to 
estimate the betas and sigmas employed in forming the portfolios while data 
from a subsequent period are used to obtain the portfolio betas (/~p) and 
sigmas (~p). The ]~p and #p are then used in the cross-sectional regression for 
the following period. 

We estimate (2) using an ordinary least squares (OLS) regression, which 
assumes homoscedastic errors, as well as a generalized least squares (GLS) 
regression, which allows for heteroscedastic errors. In our particular case, the 
difference between OLS and GLS results is very small, the same result 
reported by Litzenberger and Ramaswamy (1979). We also estimate (2) using 
individual securities because of the potential loss of efficiency due to 
grouping as discussed by Litzenberger and Ramaswamy (1979). 

It is important to note that our procedure examines the relationship 
between risk and return by using a predictive test; the explanatory variables 
in our analysis are estimated using data from prior years. A 
contemporaneous test, which uses the same period to estimate both the 
explanatory variables and the relationship between the variables, tends to 
overestimate the importance of the explanatory variables. It also biases 
upwards the explained variability of the dependent variable (the adjusted R2). 
In addition, from an investor's standpoint, a contemporaneous test is not 
particularly relevant - an investor needs data from prior years to estimate 
beta and total risk. Unfortunately, both Levy (1978), and Basu and Cheung 
(1982), perform contemporaneous tests; their cross-sectional regressions use 
betas and variances estimated from the same period, thereby suffering from 
the problems of bias just described. Their analyses also ignore the potential 
bias associated with the 'January effect' and fail to account for the possible 
heteroscedasticity of the error terms. 

3. Methodology and data 

The sample for this study includes all stocks traded on the New York 
Stock Exchange for at least eight years between January 1954 and December 
1981 and for which we had adequate return and market capitalization data. 
Monthly return data (dividends and capital gains, with appropriate 
adjustments) came from the monthly returns file of the Center for Research 
in Security Prices (CRSP) of the University of Chicago while the Annual 
Industrial Compustat and Research Annual Industrial Compustat tapes were 
used to provide market capitalization values. 6 

6Survivorship bias is not a serious problem because the Research Tape from 1971 on contains 
all firms, including those later eliminated. An addition, we performed tests on the two 
subperiods, 1962-1971 and 1972-1981, without detecting any difference in results. 
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Except for ranking on the additional explanatory variables as well as on 
beta, our methodology is similar to that described at length in Fama and 
MacBeth (1973). The tradeoff we faced in deciding on the number of 
portfolios to create was between forming more portfolios (which would 
increase the number of observations available in the monthly cross-sectional 
regressions) and having more companies in each group (with a corresponding 
increase in the precision of the estimated portfolio betas and sigmas). We 
decided to create five portfolios based on size and then to form four 
portfolios based on ranked/~ within each size group. We then divided each/~ 
portfolio into four additional portfolios ranked on #, yielding a total of 80 
(5 × 4 × 4) portfolios for each test period. Over the period of our test, 1954- 
1981, the number of firms within each cell ranged from a minimum of six to 
a maximum of 14. To see how robust the results were to our grouping 
procedure, we re-ran all our tests using portfolios formed by ranking first on 

and then on/~. We also substituted total risk for residual risk and residual 
variance for residual standard deviation. 

We began by using monthly return data from 1954-1957 to compute 
security betas and sigmas. The market index employed in these computations 
was the CRSP equally-weighted index. 7 Within each of the five size groups 
(based on size as of December 1961) we then formed 16 portfolios based on 
ranked Bi and t)~. Data for the next four years (1958-1961) were used to re- 
estimate the/~ and ~ and these were averaged across securities within each 
portfolio to obtain 80 initial portfolio betas (/~p) and sigmas (#p). In 
estimating the/~ and #~, we used monthly instead of daily data to reduce the 
problems caused by thin trading. 

For each month of the next year, 1962, we ran the cross-sectional 
regression described in (2). This yields a time series of 12 estimated gamma 
vectors (~o,~1,~2,~3). The portfolio betas and sigmas are recomputed each 
month to reflect the actual composition of the portfolios (any security with a 
missing return for the month is deleted from the portfolio for that month). 
The individual securities /~ and #i used in these calculations, however, are 
not updated. 

This procedure was repeated for each year, e.g., data from 1955-1958 was 
used to estimate security betas and sigmas, data from 1959-1962 was used to 
re-estimate portfolio betas and sigmas, and monthly cross-sectional 
regressions were performed for 1963. This gave us 20 estimation periods 
(each comprising one year), yielding a total of 240 estimates of the various 
gammas. 8 We checked the robustness of our results by estimating the/~s and 

7Our initial results when using a value-weighted index were similar to those reported here. 
Others, such as Banz (1981) and Stambough (1982), also report that cross-sectional tests of the 
CAPM are not sensitive to the choice of an equally-weighted or value-weighted index. 

SA study by Gonedes (1973) provides evidence that the mean square error of predicted returns 
using estimated betas is not particularly sensitive to the estimation interval used, at least for 
intervals varying from three to 20 years. An advantage to using a shorter period is that it 
reduces any bias caused by the non-constancy of the/~i and tri. 
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#s using two-year estimation periods and obtained essentially the same 
results. This reduces the possibility that our results are affected by the error 
in estimating the risk parameters. 

The proper procedure to use in examining the effects of size, beta and 
residual risk on actual returns is to aggregate the estimates of each gamma 
derived from the 240 monthly cross-sectional regressions and then test these 
aggregated gammas for their statistical significance. We use two different 
methods to perform these aggregations, the same two described by Litzen- 
berger and Ramaswamy (1979). The first method involves taking the simple 
average of estimated gammas while the second method uses a weighted 
average of the estimated gammas, with the weights being inversely 
proportional to the standard deviation of each estimate. We perform these 
aggregations for the entire 240-month period January 1962 through 
December 1981, two subperiods, 1962-1971 and 1972-1981, and the entire 
period but excluding the month of January (to test for the influence of the 
'January effect'). 

Table 2 summarizes the averages of the dependent and independent 
variables. The difference in average estimated betas over time between the 
smallest and largest firms in our sample (comprised of NYSE stocks only) 
was 0.388 (1.116-0.728), somewhat lower than the difference of 0.576 (1.230- 
0.654) reported by Stoll and Whaley (1983) between the betas of the smallest 
and the largest firms in their sample. 9 

According to table 2, the difference in average mean excess returns 
(Rp-R r) between the largest and smallest firms in our sample was 0.93 percent 
per month. On a risk-adjusted basis (using the average betas reported for the 
smallest and largest size groups and taking the average excess monthly 

Table 2 

Summary statistics for dependent and independent variables - Averaged 
across time. 

Mean market Total Residual 
values standard standard R p -  R s 

Group (in millions $) Beta deviation deviation (monthly)" 

(1) 32 1.116 0.106 0.087 1.04~ 
(2) 96 0.996 0.091 0.073 0.71~ 
(3) 220 0.925 0.086 0.069 0.46~ 
(4) 509 0.837 0.078 0.064 0.36~o 
(5) 2766 0.728 0.070 0.058 0.11~ 

"Mean excess return by size group, unadjusted for beta. 

9This difference is probably due to the fact that the spread in mean market values in their ten 
size portfolios is $15-3,348 million as compared to our five portfolio spread of $32-2,766 
million. 

J.B.F.-- E 
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return on the equally-weighted market index of 0.56 percent), the monthly 
difference should have been 0.22 percent [0.56~x(1.116-0.728)]. Thus the 
smallest firms outperformed the largest firms by 0.71 percent (0.93~-0.22~) 
on a monthly basis or around 9 percent on an annual basis. This was 
somewhat lower than the 12 percent risk-adjusted differential found by Stoll 
and Whaley (1983). The discrepancy is probably due to their use of ten 
instead of five size portfolios, with a consequent wider spread in the size 
differential. The risk-adjusted differential in Reinganum's (1981) sample was 
about 20 percent. 

Table 3 contains information on the variability of the portfolio betas and 
sigmas used in our analysis. For a given size category, group (i, j) refers to 
the portfolio containing securities with sigmas in the jth quartile among the 
ith quartile of betas. The group (i, j) betas and sigmas referred to in columns 
(1), (2) and (3) are averages, taken across all five size categories and all 
twenty years. Thus, for example, the group (2, 3) beta, whose value is 0.88, is 
the average beta found in the third sigma portfolio within the second beta 
portfolio. The portfolios themselves are formed by ranking first on size, then 
beta and finally sigma. The correlation between beta and sigma is 0.89. 
Columns (4), (5) and (6) are based on portfolios formed by ranking first on 
size, then sigma and finally beta. The portfolio betas and sigmas reported are 
the actual independent variables used in our January 1962 cross-sectional 

Table 3 

Variability of portfolio betas and sigmas. 

(1) (2) (3) (4) (5) (6) 
Group a Beta ~ Sigma ~ Group b Beta b Sigma b 

(1, 1) 0.55 0.046 (1,1) 0.18 0.032 
(1, 2) 0.60 0.053 (2,1) 0.44 0.037 
(1, 3) 0.71 0.061 (3,1) 0.75 0.044 
(1, 4) 0.76 0.077 (4, 1) 1.12 0.041 
(2, 1) 0.72 0.056 (1, 2) 0.30 0.054 
(2, 2) 0.82 0.064 (2, 2) 0.73 0.050 
(2, 3) 0.88 0.069 (3, 2) 1.13 0.052 
(2, 4) 1.00 0.080 (4, 2) 1.61 0.056 
(3, 1) 0.91 0.063 (1, 3) 0.68 0.065 
(3, 2) 0.97 0.068 (2, 3) 1.09 0.064 
(3, 3) 1.01 0.074 (3, 3) 1.23 0.065 
(3, 4) 1.10 0.086 (4, 3) 1.63 0.065 
(4, 1) 1.06 0.069 (1,4) 0.88 0.105 
(4, 2) 1.13 0.076 (2, 4) 1.32 0.089 
(4, 3) 1.23 0.085 (3, 4) 1.71 0.101 
(4,4) 1.30 0.096 (4,4) 2.15 0.116 

aAverages across all five size categories using all 240 
observations from 1962-1981. 

bActual independent variables used in January 1962 
cross-sectional regression. 
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regression. The correlation between beta and sigma here is 0.67. The results 
reported here are representative of other months and years and indicate that 
there is enough variability in the portfolio betas and sigmas to enable us to 
distinguish between the effects of these two variables. Multicollinearity is 
even less of a problem in the regressions using individual securities instead of 
portfolios. 

4. Empirical results 

In table 4, we present the mean values of various estimates of the gammas, 
represented by 

Y o, Yl, y2and~a where ~i = ~  ~ * ^ ^ (y,,/n) (3) 
t = l  

and n is the number of observations, along with their t-statistics. As shown 
in Fama and MacBeth (1973), these t-statistics are 

t( ~ ,) = s( 7 ,) / x /n  , (4) 

where s(?3 is the standard deviation of the monthly estimates of ~i. t° Their 
interpretation is subject to the caveats discussed in Fama and MacBeth 
(1973), which are related to the evidence that distributions of common stock 
returns are more closely approximated by non-normal symmetric stable 
distributions than by normal distributions. 

Panel (a) of table 4 contains the mean values of the estimated gammas 
over the entire period 1962-1981 using ordinary least squares. Panel (b) is 
similar to panel (a) except that now the gammas are estimated using 
generalized least squares to take account of possible heteroscedasticity in the 
error terms. In panel (c), the estimated gammas are the same as those used in 
panel (a) but with all January observations deleted, resulting in 220 
observations instead of the 240 observations used in panels (a) and (b). 
Panels (d) and (e) contain the results derived by dividing the 240 
observations used in panel (a) into those obtained during up markets 
(defined as the 128 months in which Rmt--Rft~O ) and those obtained during 
down markets (the 112 months in which R, , t - -Rst<0 ). Each panel contains 
the results of four separate regressions. The first three regressions use 
portfolio betas, sigmas and size measures, where the portfolios are based on 

1°We also performed statistical tests based on normalized coefficients, the t-values. Such 
tests address the problem of non-stationarity of the variance by making the weights on 
the observations inversely proportional to their estimation errors. The results were similar. 
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Table  4 

S u m m a r y  statistics for the regression Rit = Yor + Y 1 t~it "1!- ]~2t~it + ]13t In (sizei/size,) + e~r 

Order  of 
Regress ion ranking ~ z ~ z R 2 YO Yl ])2 Y3 

(a) Full period 
using O LS 
(240 observations) 

(b) Full period using 
GLS to correct 
for heteroscedasticity 
(240 observations) 

(c) Full period using 
OLS but excluding 
January data 
(220 observations) 

(d) Up markets only 
(128 observations) 

(e) Down markets only 
(112 observations) 

Size, fl, tr 

fl, a, size 

tr, size, fl 

Individual 
securities 

Size, fl, cr 

fl, a, size 

tr, size,/~ 

Individual 
securities 

Size, fl, tr 

fl, tr, size 

tr, size, fl 

Individual 
securities 

Size, fl, tr 

fl, tr, size 

a, size, fl 

Individual 
secunties 

Size, fl, a 

fl, tr, size 

a, size, fl 

Individual 
securities 

--0.0017 0.0025 0.0404 - 0 . 0 0 1 6  0.27 
( - 0.63) a (0.73) (0.89) ( - 3.05) 

-0 .0031  0.0030 0.0594 - 0 . 0 0 1 4  0.27 
( -  1.20) (0.91) (1.36) ( - 2 . 7 8 )  

- 0 . 0023  0.0019 0.0652 - 0 . 0 0 1 4  0.27 
( - 0.88) (0.58) (1.38) ( - 2.66) 

0.0017 0.0004 0.0057 - 0 . 0 0 2 0  0.07 
(0.23) (0.18) (0.19) ( - 3 . 7 5 )  

- 0 . 0 0 2 6  0.0034 0.0484 - 0.0012 0.23 
( -- 0.92) (1.03) (0.98) ( - 2.74) 

- 0 . 0033  0.0045 0.0467 - 0.0012 0.23 
(--  1.16) (1.34) (0.99) ( - 2 . 5 6 )  

--0.0029 0.0028 0.0645 -0 .0011  0.23 
( -- 1.01) (0.90) (1.33) ( - 2.39) 

0.0015 0.0017 0.0400 - 0 . 0 1 8  0.07 
(0.58) (0.74) (0.15) (3.13) 

--0.0014 0.0017 0.0180 --0.0004 0.26 
( - 0.53) (0.50) (0.37) ( - 0.98) 

-0 .0031  0.0013 0.0530 - 0 . 0 0 0 2  0.26 
( -  1.18) (0.39) (1.19) ( - 0 . 5 8 )  

- 0 . 0 0 2 0  0.0005 0.0494 - 0 . 0 0 0 2  0.25 
( - 0 . 7 3 )  (0.16) (1.02) ( - 0 . 5 2 )  

0.0025 -0 .0012  0.0008 - 0 . 0 0 0 7  0.06 
(0.42) ( - 0.54) (0.03) ( - 1.70) 

- 0 . 0 0 0 2  0.0278 0.2148 0.0012 0.29 
( - 0.05) (6.41) (3.25) ( - 1.68) 

- 0.0022 0.0279 0.2501 -0 .0011  0.29 
( - 0 . 5 3 )  (6.96) (4.10) ( -  1.47) 

- 0 . 0 0 1 2  0.0249 0.2797 - 0 . 0 0 1 0  0.28 
( - 0 . 2 9 )  (5.86) (4.11) ( -  1.34) 

- 0 . 0 0 9 2  0.0192 0.1717 - 0 . 0 0 2 4  0.07 
(0.99) (7.23) (4.37) ( - 3.11) 

- 0 . 0033  -0 .0265  -0 .1589  - 0 . 0 0 1 9  0.26 
( - 1.12) ( -7 .07 )  ( - 2 . 83 )  ( - 2 . 7 2 )  

-0 .0041  -0 .0254  -0 .1585  - 0 . 0 0 1 8  0.26 
( -  1.39) ( - 6 . 32 )  ( - 2 . 82 )  ( - 2 . 5 8 )  

- 0 . 0 0 3 6  -0 .0245  - 0 . 1 8 0 0  - 0 . 0 0 1 8  0.25 
( -  1.19) ( -6 .84 )  ( - 3 . 18 )  ( - 2 . 5 3 )  

--0.0063 --0.0211 --0.1840 - 0 . 0 0 1 5  0.07 
(--0.63) (--8.79) (--4.73) ( - 2 . 1 2 )  

at-statistics in parentheses.  
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different grouping procedures. The fourth regression uses individual securities 
instead of portfolios. 

Several conclusions can be drawn from the data presented in table 4. Most 
importantly, size is the only dignificant variable. Its coefficient is also quite 
robust to the data or technique used. The other coefficients are not 
statistically significant and are quite sensitive to the estimation procedure 
used. In addition, the coefficient on beta is much smaller than its theoretical 
value, which according to the CAPM should be 0.0056 (R , , , -Ry ) .  11 These 
conclusions hold regardless of the grouping procedure used, whether or not 
one corrects for heteroscedasticity, and whether portfolios or individual 
securities are used in eq. (2). If January data is deleted, however, the size 
variable loses its statistical significance. The other coefficients also show a 
reduction in their significance level. Although its is not clear what this 
phenomenon means, it demonstrates that the return generating function in 
January differs from the return generating function for the other eleven 
months. 

Turning to the results during up and down markets [panels (d) and (e) in 
table 4-I, size tends to be more important and have a larger impact in down 
markets. In other words, small firms seem to do relatively better when the 
market is going down, but whether in an up or a down market, small firms 
yield higher returns than do larger firms. Looking further at the data in 
panels (d) and (e), we see that the coefficients on beta and sigma are all 
statistically significant, being positive in up markets and negative in down 
markets. This is as expected - ex post, high-beta and high-sigma stocks do 
better in up markets and worse in down markets than do low-beta and low- 
sigma stocks. Clearly, estimated beta and estimated sigma do explain cross- 
sectional differences in returns among firms on a month-to-month basis. Ex 
ante, of course, investors do not know in which months R , , , t - R f  t will be 
positive or negative. Hence, the data in panel (a) provide the best evidence 
on the ex ante relative returns to bearing systematic and total risk. As stated 
above, judging by this data, systematic risk and total risk appear to provide 
little, if any, help in explaining the cross-sectional variation in average asset 
returns over the entire period 1962-1981. The economic significance of these 
results is that investors appear to have no assurance whatsoever that taking 
higher risks, as traditionally measured, leads to higher returns, even over 
relatively long periods of time. 

All that being said, the coefficient on beta, regardless of the procedure 
employed, generally has the predicted sign. One possible interpretation of 
our results, therefore, is that during the 20-year period we analyzed, the 

11We also used the procedure developed by Black and Scholes (1974), which involves 
regressing the time series of the gammas on the excess return of the market,  to correct for the 
measurement error associated with using estimated instead of actual parameters in our cross- 
sectional regressions. The new estimate of ~1, is 0.0045, much closer to its theoretical value of 
0.0056, but still not significant at the 5 percent level. Our  other conclusions hold as well. 
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market was unusually volatile and obscured the true effects of beta. This can 
only be determined by performing similar tests on other time periods. 

5. Additional empirical tests 

A potential problem with using (2) to test the hypothesis that residual risk 
is priced in addition to beta is that, according to the theoretical models 
developed by Levy and Mayshar, the coefficients Vlt and ~2t are specific to 
asset i, i.e., they are not constant as is assumed in (2). In particular, if the 
securities of small firms are more highly concentrated in relatively 
undiversified portfolios than are the securities of larger firms, then the Levy- 
Mayshar hypothesis suggests that Vlt increases and V2t decreases, in both 
size and significance, with the market capitalization of firm i. 

Both section 4's empirical results and the empirical results of Basu and 
Cheung (1982) however, are derived from models that constrain Vlt and V2t 
to remain constant  across firms. To see the effects of this constraint, we re- 
did our tests, this time permitting the coefficients to vary by size. Following 
the approach described in section 3, we formed the same 80 portfolios used 
in our other tests, with the tip, and apt calculated as before. This time, 
however, instead of running one cross-sectional regression each month using 
all 80 portfolios, we ran five monthly regressions - one for each size group - 
on the assumption that the coefficients within each size group are roughly 
similar. The cross-sectional regressions are of the form 

R p jt - -  R f t -~ ~ o jt q- ~ l jt l~ p jt 71- ~ 2 jt ff p fl -]- F. p j t (5) 

where the subscripts pjt refer to portfolio p (p=  1,. . . ,  16) in size group j 
( j  = 1, . . . ,  5) in month  t (t = 1, . . . ,  240). This yields for each size group j a time 
series of 240 gamma vectors (Yoi, ~lj, Y2j)- 

Summary statistics for (5) are presented in table 5. These include the mean 
values of the g a m m a s -  

~o~, ~lj and ~2j for j =  1,. . . ,  5, where, as before 

240 

~iJ = E (~ i j t /240)  
t = l  

- along with their t-statistics, for each of the five size groups, with (1) being 
the smallest and (5) the largest size group. We also present evidence on the 
coefficients of two additional regressions, 

1 
R p j t - -  R f t  = ~  jt q- T l jtflpjt q- ~pjt, a n d  (6) 

Rpj t  __ R f  t = ~2jt 2 ,, "~ ~)2jtff pjt "~ F'pjt. (7) 
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It is evident from table 5, which summarizes the results for the entire period 
1962-1981, that none of the coefficients is statistically significant except for 
~'11.̂ 1 The importance of this finding is emphasized by the fact that over this 
entire period the excess return on the market, R,,t-Rit, averaged 0.56 
percent per month  or 6.93 percent per annum. Thus, although there was a 
significant return to bearing market risk in the aggregate (i.e., the excess 
return on the market  portfolio was significantly positive), the rewards on the 
level of the individual security do not appear to be specifically related to its 
degree of risk, either systematic or total. In fact, there appears to be negative 
compensation for bearing systematic risk for the largest firms, although ~5 
is not statistically different from 0. The only discernible pattern is that the 
smaller the average firm size, the larger and more statistically significant is 
the coefficient on sigma in eq. (7). These results indicate that multicollinearity 
does not explain beta's lack of statistical significance. Even when beta is the 
only independent variable, it is still insignificant. 

The last two lines in table 5 present the mean values of the y j, averaged 
across size groups, along with their t-statistics. The only coefficient that is 
statistically significant at the 5 percent level is the coefficient on sigma from 
eq. (7), even though the coefficient is never significant for any of the 
individual size groups. As before, the economic significance of fl is much less 
than predicted by the CAPM. The average coefficient on fl from (6) is 0.0039 
or 4.78 percent annually, approximately two-thirds its predicted value of 6.93 
percent. In other words, the average excess return on a portfolio which 
replicated the market portfolio (fl= 1.0) would earn only 4.78 percent for 
bearing market risk. 

The results for the individual size groups remain qualitatively the same 
when we rank first on Oi, when we adjust for heteroscedasticity, when #2 is 
used instead of Oi, and when we split the sample in half taking averages of 
the first 120 observations and then of the second 120 observations. 
Substituting the total variance (standard deviation) for the residual standard 
deviation from the market  model also leaves the qualitative results 
unchanged. When ranking first on #i and then on pi, however, the mean 
coefficient on tr, averaging across the entire sample, does become somewhat 
more statistically important,  while the coefficient on fl remains insignificant. 
This result suggests that the ranking procedure could affect the regression 
outcomes. 

Omitting January data doesn't change our results much. The only 
discernible effect is the tendency for the explanatory variables to become 
even less important  when January data is excluded. This is shown in table 6. 

Despite the lack of statistical significance of the independent variables, 
whether run separately or jointly, including the second independent variable 
in the regression generally improves the amount of variation explained by 
about 50 percent. Specifically, the average R 2 increases from about 0.20 for 
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those regressions containing only ]~pjt or #~,jt to about 0.30 for those 
regressions including both independent variables. 

The likely explanation for the relatively high average R 2 but minimal 
significance of the independent variables is that the Yo are averages of 
gammas calculated during down markets (R,,,t-R:t < 0) and up markets (Rmt 
-R:t>O). Based on eq. (2), we would expect ~ijt<O when Rmt-Rft<O and 
~ijt > 0 when R,,,t-R:t > O, for i = 1, 2. Taking simple averages of the ~ijt over 
the entire period yields average values of the ~ij close to zero and with large 
variances. Thus, estimates of the returns to risk bearing will be very noisy. 
We tested this hypothesis by dividing the 240 observations used in table 5 
into those obtained during up markets and those obtained during down 
markets. Although we do not report our results here, they support our 
hypothesis. 

6. Summary and conclusions 

Banz (1981) and Reinganum (1981) have presented strong evidence that 
small firms earn abnormally high risk-adjusted returns in comparison to 
large firms. One possibile explanation for this small firm effect, implied by 
the work of Levy (1978) and Mayshar (1979, 1981, 1983), is that the existence 
of various transaction costs results in shares of small firms being held in 
portfolios that on average are relatively undiversified. This lack of 
diversification, in turn, requires that investors in small firms be compensated 
for bearing total risk rather than systematic risk. This theory, however, fails 
to account for the possibility of arbitrage on the part of the marginal 
investor. 

Using monthly data from the period 1962-1981 and a variety of 
procedures to examine the re.Jationship between return and various measures 
of risk, we tested the Levy-Mayshar hypothesis, which is so at odds with the 
Sharpe-Lintner capital asset pricing model. The examination of the various 
results tells us something about the robustness of our conclusions. We used 
four-year and two-year periods to estimate our betas, standard deviations of 
the residuals and total variances. We used total risk as well as its systematic 
and unsystematic components in our cross-sectional regressions. We ran 
these regressions with three explanatory variables (size, beta and either total 
or unsystematic risk), with two explanatory variables within each size group 
(beta and either residual or total risk), and with one explanatory variable 
within each size group (beta, total risk or unsystematic risk). We employed 
all possible portfolio grouping procedures, ranking on size, beta and residual 
or total risk. In pooling the data over time, we assumed both homoscedastic 
and heteroscedastic errors. We aggregated the resulting coefficients for the 
entire period, for two subperiods, with and without January data, and for up 
and down markets. In aggregating these coefficients, we gave equal weights 
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to each of the cross-sectional gammas as well as weights related to their 
estimation procedures. We also performed these analyses without grouping, 
at the level of the individual security. 

The results can be more easily summarized than the techniques used to 
derive them: they reject the implication of the Levy-Mayshar hypothesis that 
total risk, as opposed to systematic risk, is more important for small firms. 
Unfortunately for modern capital market theory, these results also reject - at 
standard levels of statistical significance - the fundamental tenet of the 
CAPM, that beta matters. Our conclusion is that neither the traditional 
measure of risk (beta) nor the alternative risk measures (variance or residual 
standard deviation) can explain - again, at standard levels of statistical 
significance - the cross-sectional variation in returns; only size appears to 
matter. It may be that 20 years is too short a time period in which to 
perform our tests, especially if the period selected was unusually volatile. It 
may also be that standard levels of statistical significance are not applicable 
when conducting tests with such important consequences. This is a 
particularly relevant consideration here since the coefficient on beta generally 
has the correct sign. Regardless of these speculations, however, the small firm 
effect is still a puzzle. 
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